
LECTURE : D . ALGORITHMS FOR OPTIMIZATION

Bale problem :

For A a symmetric, nxn Matrix,
maryquadraticOptimizatioeax) = +r(Axx*)*

X ERRY

s . % . XE[11}"
-

captures many important problems
:

Maxcuf (largestcut of a graph)

community detection

L divide a network
into set

of nodes belonging to two

communities.

trategy ! MP-hard
in morst-case so relax to C

there I
: Relax the problem something easy in

theory.

Phase I : optimization problem
-> feasibility problem

phone I: develop quantum-inspired meta-algorithm

quantum boost : use quantum subroutines.

MMW but without dual -> mirror descent.

Based a 1909 . O4B



Phase I S set of nxn PSD matrices
-

data a tr(AX)

-

Xes"

s .t . diag(x) = 1

X30

rank(x)=

Reescaling.

Max TL
= Al A

s -+· diag(x)= I

tr(x) = 1 -> superfluous constraint

X &P

REMARK :

Special case of a conexoptimization problem

max f(x)
= +r(EX)

Xe - , 18 where

C , = <X : diag(X) = In affine subspace

Ez = EX : X203 convex cone

But algorithm will work for general crx problems:

max Hx), If hold ,
concave

5 XEC, ... I'm where e. ... Im are convex sets
.

Fr(X) = 1 , X 20 .



Phase I
-

Suffices to solve the following feasibility problem :

notice / Vixenst. +LEX) = X

- - By mapping this
in an

diff! diag(X) = I- outer loop where

we binary search the

Assume
A
·

Fi
1 interval to choose val of 7

bounded
has only need
nor .

-> tr(X) e
Internal log(YE)

quenes to get multiplicative

E-approximation

hareI

elnantum-inspired change of variables

X = PH= Sn (Gibbert)

· emure X is PSP, trace
1 .

New

·am
Again : can solve this for any convex countraints .



The algorithm
-

WILL ASSUME ACCESS TO ORACLE :

bet (t-separation orade ( contains every live segment btw
2 points in the set

-

Let ecSu be a closed , convex subset of 9. states

e
*
<EX : X* &**: IXI11] closed , convex abot of deservable ·

"tests"

Oe
,
e(p) = accept p if min max tr(f(-Y)) = e

Yet Let
*

S Interpretation : observables from cannot distinguish

from elements of e

else : output Let * s . t. (1(p-y) :E VYee .

Interpretation : there is an observable to whichp looks different
from all states in y

&

Intuition
:

DO
14 = set

of planes ·

AMMATION :

If an orade told me1 ,
I could always improve my gues

to push towards 2.

&



enthmHamiltonian updates"ferconnefeasibility
probina

For + = 1 .
...

T

,

· check if PHEAy and PHEDn by averying Oxx,e , ODnie

if true we are done

che updateIt to penalize infeasible directions.

↳
given separating hyperplane P

,
update

H H+
· (H + expl-+)/+r(expl- 1+)

convergence proof-
Theorem (Brando , Keng, Franca).
-

Hamiltonian updates finds an approximately feasible point after

cat most) T = Iblog(s/e2 + 1 = O(1) step,

Otherwis, the problem is infeasible.

Proof idea : ~
starting state

-

· relative entropy
between 10 = E and any feasible pointp is bod :

S(p
*

1190) < 10g(n) .

· show that
each iteration

makes constant progress in
relative

-

entropy : (let p
*
= feasible point)

#Xenlpte)- Sippt)-
~
impossible by

detn of

= convergence after at
most T steps , or SCP*PT) < 0. relent



Remark :

= mirror descent
with vN entropy potential function.
-

↳ Bregman divergence not
UN entropy

= KL divergence.
3 Dn (y((x) : = h(y)

- n(x)

- (Dh(x)
,

y -x]

forhany strictly
convex function .

Rootof ( asible point ,
let /=T

of time
= 0

Distance S(p
* /100) = Tr(p

*

(logp * -logpo)) = log(n)

improvement
at every step :

Sp* /1ptH) - Sp* 11pt) = tr(pt(logpt - 10gpt+ )

= +r (p
*
) = 1+ - log TV (expl -Ht)) + H++ 1

+ 10g TV (exp) -H++ ))(

Recall update
step :

= tr(p
*
(H++ -Ht)) + 10g (-H C

HtH
= He +

FoP
trappi

(*)

(a book mark ! )



metal facts to analyze bad boi

& Peierb-Bogolinbor inequality
: log (tr(expCF+) <

tr(Fexp(G)

⑪ ircetc) = Trie . e-10901)
prouded

+r(exp(G)) =1

↑
Scalar

= Tr (exp) - H - logc)1)

"putting scalar in the exponent".

By D ,

bad boi becomes

= log(ilep109EE-H+))[+)
by Di

=Tr (2+ exp(-Htt-10g[v (exp1-H++ ))([)

Tr(H) = FCPH) Lendsbadboi analysis

continuing from (a)
, Sp* /PtH) - Sp* 11pt) = Etr(f+ (p*-P++ )

LetI, It's
be

Fact Then
-

Hermitian
matrices.

= G(+r ( &+ (t - l++1)) - +r(ft(p+ -1
+))

De-el,
IH-H'l_1) [It-E) budeoe

= 2le orade,

= 2(exp(y(1P+ 11) -1
I see at prist foror - Ep : /P+ 11:1 .



: - E) = - E.

untimeof algorithm

computational cost-

Total Iterations of Hamiltonian updates :

T =[blog(s/e2 + 1 = 0(k)

Per-iteration multime :

rate-limiting step !
CLASSICAL :

Each requires: " /matux
exponentiation

⑪ compute Gibbs state : Ochs (n = matrix dimension).

ii) compute trace Check if PEAX) : Os) (6= new spasity)

iii) Check diagonal ~ E/n (PEDn) : O(u) .

SIDENOTE : they obtain a better classical algonthe for quadratic

SDP relaxations too
,
by approximating Stepi).

-> Olnis) mutime prev : Oln
&
s)

key idea : truncate Taylor expansion of expl-H) .

exp1-H) e = Ollogi =
- proof of convergence is robust to approximation of

PH



~Resu
:

QuantumSeverna Gibssampla
Quantum speedup :

prepare copies of p on 9 computer.Cusso

Estimate tr(APH) via phase estimation O(1/E2) copies

Estimate diagifys na computational basis O(n/t2)

meay .

S
copies.

distribution learning
loversound.

pranandaappdoes
binary quadrati spe relaxina

Details about 9 subroutine :

Hamiltonians are very structured :

H = <* + BD , <, p = Ollogin) (E).

D[poulin , Worjan) preparing P reduces to simulating time evolution

② Childs ,
were

, 2012) : split up time evolution

③ [Low 2019) : implementing explit#) corts OCTSHOCK(

&) [Prakash ; 2014) implementing explitiD) we GRAM cost

(n)

=> total cost
: In HOL



nationofoptimization
des (Bonus application oe is

convergence, from

2009 . 05552)

Leto be "close" to momi state 1/2 "

D(ple/2n) : BellHII .

Then

Tr(HP) 2 tr(6pH]-Ellt11 . Sp :=
=

(Tr(H(5-6p))) = EllH11 .

Af Ep
-

f(B) = log(Trie-Bit)) is differentiable

-> MUT : ·BE10, p) c .+. = -f) = Tr(GH)

T(614) 2

TrIGBH
bic i at higher

u -

(E)p
temperature than B .

Fact : Variational formation of relent. For any 6

Ep . 6 : = Trie
- BH +

10g(6)(

= Tr(E)H)2-cup p"(log(Epps) - DLElp) 116)
Pro

Let : ~ ↓ For 6 := n
n -

log(zp)



-> Tr(Hp) > TrIGpH)-BYDEllIn) = TrIGH)-ElHI .
↑

From Fact


